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Abstract— The project “CRIME RATE PREDICTION 

AND ANALYSIS USING K-MEANS CLUSTERING 

ALGORITHM “is developed to Currently, Prevention is 

better that Cure. Preventing a crime from occurring is better 

than investigating what or how the crime had occurred. Just 

like vaccination is given to a child to prevent disease, in 

today's world with such higher crime rate and brutal crime 

happenings, it has become necessary to have a vaccination 

systems that prevents from crimes happening. Byvaccinating 

society against crime it refers to various methods such as 

educating peoples, creating awareness, increasing efficiency 

and proactive policing methods and other deterrent techniques. 

Crime incident prediction has depends mainly on the historical 

crime record and various geospatial and demographic 

information. 

Data mining is a process of extracting information and 

discovering patterns from large amount of data. Crime 

Analysis can be a lucrative application of data mining. Data 

mining can play an important role in analyzing and predicting 

crimes using the data stored in repositories. Crime rate in India 

is increasing day by day, becoming a topic of major concern, 

hindering good governance in India. Due to awful growth in 

crime rate, it has become impossible to analyze those crime 

related data and detect crime patterns or predict future crimes 

by intelligence agencies or local law enforcement agencies. 

This project presents a detailed analysis of the various relevant 

crime patterns and statistical analysis of crime data. This study 

will be helpful to law enforcing agencies in making strategies 

and tactics to address crime and disorder 

I. INTRODUCTION 

achine Learning is a system of computer 

algorithms that can learn from example 

through self-improvement without being explicitly 

coded by a programmer. Machine learning is a part 

of artificial Intelligence which combines data with 
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statistical tools to predict an output which can be 

used to make actionable insights. 

The breakthrough comes with the idea that a 

machine can singularly learn from the data (i.e., 

example) to produce accurate results. Machine 

learning is closely related to data mining and 

Bayesian predictive modeling. The machine 

receives data as input and uses an algorithm to 

formulate answers. 

A typical machine learning tasks are to provide a 

recommendation. For those who have a Netflix 

account, all recommendations of movies or series 

are based on the user's historical data. Tech 

companies are using unsupervised learning to 

improve the user experience with personalizing 

recommendation. 

Machine learning is also used for a variety of tasks 

like fraud detection, predictive maintenance, 

portfolio optimization, automatize task and so on. 

II. OBJECT DETECTION- AN OVERVIEW  

Machine learning involves computers discovering 

how they can perform tasks without being explicitly 

programmed to do so. It involves computers 

learning from data provided so that they carry out 

certain tasks. For simple tasks assigned to 

computers, it is possible to program algorithms 

telling the machine how to execute all steps 

required to solve the problem at hand; on the 

computer's part, no learning is needed. For more 

advanced tasks, it can be challenging for a human to 

manually create the needed algorithms. In practice, 

it can turn out to be more effective to help the 

machine develop its own algorithm, rather than 

having human programmers specify every needed 

step. 

The discipline of machine learning employs 

various approaches to teach computers to 

accomplish tasks where no fully satisfactory 

algorithm is available. In cases where vast numbers 
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of potential answers exist, one approach is to label 

some of the correct answers as valid. This can then 

be used as training data for the computer to improve 

the algorithm(s) it uses to determine correct 

answers. For example, to train a system for the task 

of digital character recognition, the MNIST dataset 

of handwritten digits has often been used. 

Machine learning Algorithms Machine learning 

can be grouped into two broad learning tasks: 

Supervised and Unsupervised. There are many other 

algorithms 
 

 

FIGURE 1:MACHINE LEARNING 

III. LITERATURE  SURVEY 

 

A. ABSTRACT 

Imagine you want to predict the gender of a 

customer for a commercial. You will start gathering 

data on the height, weight, job, salary, purchasing 

basket, etc. from your customer database. You 

know the gender of each of your customer, it can 

only be male or female. The objective of the 

classifier will be to assign a probability of being a 

male or a female (i.e., the label) based on the 

information (i.e., features you have collected). 

When the model learned how to recognize male or 

female, you can use new data to make a prediction. 

For instance, you just got new information from an 

unknown customer, and you want to know if it is a 

male or female. If the classifier predicts male = 

70%, it means the algorithm is sure at 70% that this 

customer is a male, and 30% it is a female. 

The label can be of two or more classes. The above 

Machine learning example has only two classes, but 

if a classifier needs to predict object, it has dozens 

of classes (e.g., glass, table, shoes, etc. each object 

represents a class) 

IV. SYSTEM IMPLEMENTATION 

A. MODULES: 

❖ Data Collection 

❖ Dataset 

❖ Data Preparation 

❖ Model Selection 

❖ Analyze and Prediction 

❖ Accuracy on test set 

❖ Saving the Trained Model 

MODULES DESCSRIPTION: 

1) DATA COLLECTION: 

This is the first real step towards the real 

development of a machine learning model, 

collecting data. This is a critical step that will 

cascade in how good the model will be, the more 

and better data that we get, the better our model will 

perform. 

There are several techniques to collect the data, 

like web scraping, manual interventions and etc. 

Comparison of Machine Learning Algorithms for 

Predicting Crime Hotspots taken  from kaggle and 

some other source 

2) DATASET: 

The dataset consists of  821 individual data. There 

are 27 columns in the dataset, which are described 

below. 

 STATE:State in India 

DISTRICT: District in the state of India. 

Year: 2001-2018 

MURDER: Total number of murder rate 

RAPE: Total number of rape rate 

THEFT: Total number of theft rate  

Total crime: Total number of total crime rate  

3) DATA PREPARATION: 

we will transform the data. By getting rid of 

missing data and removing some columns. First we 

will create a list of column names that we want to 

keep or retain. 
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Next we drop or remove all columns except for the 

columns that we want to retain. 

Finally we drop or remove the rows that have 

missing values from the data set. 

4) MODEL SELECTION: 

While creating a machine learning model, we need 

two dataset, one for training and other for testing. 

But now we have only one. So lets split this in two 

with a ratio of 80:20. We will also divide the 

dataframe into feature column and label column. 

Here we imported train_test_split function of 

sklearn. Then use it to split the dataset. 

Also, test_size = 0.2, it makes the split with 80% as 

train dataset and 20% as test dataset. 

Once the model is trained, we need to Test the 

model. For that we will pass test_x to the predict 

method. 

5) ANALYZE AND PREDICTION: 

In the actual dataset, we chose only 3 features : 

 STATE:State in India 

DISTRICT: District in the state of India. 

Year: 2001-2018 

6)  PREDICTION : 

1. Total number of murder rate 

2. Total number of rape rate 

3. Total number of theft rate 

4. Total number of total crime rate 

7) ACCURACY ON TEST SET: 

We got a accuracy of 95.1%,97.1%, 98.1%, 96.5%,  

on test set. 

8) SAVING THE TRAINED MODEL: 

Once you’re confident enough to take your trained 

and tested model into the production-ready 

environment, the first step is to save it into a .h5 or 

.pkl file using a library like pickle . 

Make sure you have pickle installed in your 

environment. 

Next, let’s import the module and dump the model 

into .pkl file 

V. CONCLUSION 

With the help of machine learning technology, it 

has become easy to find out relation and patterns 

among various data’s. The work in this project 

mainly revolves around predicting the type of crime 

which may happen if we know the location of 

where it has occurred. Using the concept of 

machine learning we have built a model using 

training data set that have undergone data cleaning 

and data transformation. The model predicts the 

type of crime with Good Accuracy. Data 

visualization helps in analysis of data set. The 

graphs include bar, pie, line and scatter graphs each 

having its own characteristics. We generated many 

graphs and found interesting statistics that helped in 

understanding Indian crimes datasets that can help 

in capturing the factors that can help in keeping 

society safe. 
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