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Abstract -  In e-commerce, online retailers are usually 

suffering from professional malicious users (PMUs), who 

utilize negative reviews and low ratings to their consumed 

products on purpose to threaten the retailers for illegal profits. 

PMUs are difficult to be detected because they utilize masking 

strategies to disguise themselves as normal users. Specifically, 

there are three challenges for PMU detection: 1) professional 

malicious users do not conduct any abnormal or illegal 

interactions (they never concurrently leave too many negative 

reviews and low ratings at the same time), and they conduct 

masking strategies to disguise themselves. Therefore, 

conventional outlier detection methods are confused by their 

masking strategies. 2) the PMU detection model should take 

both ratings and reviews into consideration, which makes 

PMU detection a multi-modal problem. 3) there are no 

datasets with labels for professional malicious users in public, 

which makes PMU detection an unsupervised learning 

problem. To this end, we propose an unsupervised multi-

modal learning model: MMD, which employs Metric learning 

for professional Malicious users Detection with both ratings 

and reviews. MMD first utilizes a modified RNN to project 

the informational review into a sentiment score, which jointly 

considers the ratings and reviews. Then professional malicious 

user profiling (MUP) is proposed to catch the sentiment gap 

between sentiment scores and ratings. MUP filters the users 

and builds a candidate PMU set. We apply a metric learning-

based clustering to learn a proper metric matrix for PMU 

detection. Finally, we can utilize these metric and labeled 

users to detect PMUs. Specifically, we apply the attention 

mechanism in metric learning to improve the model’s 

performance. The extensive experiments in four datasets 

demonstrate that our proposed method can solve this 

unsupervised detection problem. Moreover, the performance 

of the state-of-the-art recommender models is enhanced by 

taking MMD as a preprocessing stage. 

I. INTRODUCTION 

COMMERCE giants, such as Amazon, 

Jingdong, and Alibaba, have been thriving with 

the development of Internet technology, where 
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millions of electronic retailers produce great wealth 

through selling commodities on the websites [1]. 

For each day, billions of trades occur between 

retailers and consumers [2]. For the sake of 

improving the consumers’ experience of online 

shopping, e-commerce websites usually allow 

consumers (we call them “users”) to leave reviews 

and rank ratings on the commodities (we call them 

“items”). To trade off the interests between retailers 

and users, e-commerce websites punish the retailers 

who receive a high percentage of negative reviews 

and low ratings from users[3]. Being widely applied 

in almost all kinds of e-commerce websites, this 

feedback mechanism has been proved to be 

effective if all the users leave truthful and objective 

reviews or ratings. 

However, in practice, there exist some malicious 

users (MU), who leverage this feedback mechanism 

to gain illegal profits [4, 5]. For example, these 

malicious users first purposefully leave negative 

reviews and low ratings of their consumed products 

without any consideration of the commodities’ 

quality. Then they blackmail the electronic retailers 

to make illegal profits; otherwise, they would leave 

more negative feedbacks, cheating e-commerce 

websites to punish the electronic retailers and 

confuse the normal users about the items in 

recommendations. As a result, these malicious users 

undermine the fairness of e-commerce. Moreover, 

their negative feedbacks will confuse the 

recommender systems (collaborative filtering-based 

models [6] or content based models [7]), leading to 

a chaotic recommendation for normal users, which 

is also named as shilling attacks [8, 9]. 

 To address the above issues, e-commerce 

companies usually employ statistic outlier detection 

or shilling attack detection models [10–12] to detect 

MUs, i.e., finding objective users who always give 

negative reviews or low ratings. 

DETECT PROFESSIONAL MALICIOUS USER WITH 

METRIC LEARNING IN RECOMMENDER SYSTEMS 
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However, there are some restrictions for these 

detection models: first, these models only tackle this 

problem from a methodological perspective and 

ignore the real-world scenarios. For example, most 

detection models ignore that there are some 

professional malicious users (PMUs), who can 

utilize masking strategies to avoid detection; 

second, they usually focus on filtering either fake 

ratings to improve recommendation models, or 

negative reviews for content based models, which 

do not take both ratings and reviews into account. 

As a result, these models may be applied in limited 

application scenarios in recommender systems, but 

not proper for professional malicious user 

detections. 

Different from malicious users, professional 

malicious users (PMU) typically adopt the 

following two masking strategies to avoid existing 

detections: 1) To avoid giving too many low 

ratings, they provide a high rating but a 

negativereview. In this way, they can mislead the 

potential consumer who is browsing this review to 

decide whether to buy this item. 2) To avoid giving 

too many negative reviews, they provide a low 

rating but a positive review. In this way, they can 

explain to the outlier detection that their interactions 

are “misoperations”. By applying the above two 

strategies, alternately, professional malicious users 

can disguise themselves as normal users. As shown 

in Fig.1, we give an example to indicate how 

professional malicious users confuse potential 

consumers and undermine the fairness of online e-

commerce. 

In this paper, we focus on how to detect these 

PMUs with masking strategies in real-world 

scenarios by simultaneously analyzing their ratings 

and reviews. 

  To detect PMUs, there are three significant 

challenges in recommender systems: 1) PMUs 

adopt masking strategies to act like normal users, 

which is difficult to be detected. 2) Detecting PMUs 

needs to analyze both ratings and reviews, which 

makes it a multi-modal problem. 3) Existing public 

datasets do not contain the PMU label, which makes 

this detection an unsupervised learning problem. To 

this end, we propose an unsupervised multi-modal 

learning model: MMD, which applies metric 

learning [13–15] for professional malicious user 

detection with both ratings and reviews.The key to 

metric learning is utilizing different metrics 

(Euclidean distance or other metrics) to represent 

the relationships between entities [16, 

17].MMDfirst utilizes Hierarchical Dual-Attention 

RNN (HDAN) [18] to do user profiling with 

reviews and ratings. By catching the sentiment gap 

between reviews and ratings, we build a candidate 

PMU set. Then we apply an unsupervised metric 

learning based clustering method to this candidate 

set to label professional malicious users. To be 

specific, we apply the attention mechanism in 

metric learning to enhance the model. We conduct 

experiments on four real-world datasets: Amazon, 

Yelp, Taobao, and Jingdong. The results 

demonstrate that our proposed method can solve 

this unsupervised malicious user detection problem. 

Moreover, their performance of the state-of-the-art 

recommender models can be enhanced by taking 

MMD as a preprocessing stage. 

We summarize the main contributions as follows. 

 This is the first work focusing on solving the 

professional malicious user detection issue utilizing 

both users’ ratings and reviews to enhance the state-

of the art recommender systems. 

 A novel multi-modal unsupervised method-

MMD-is proposed to detect professional malicious 

users with the modified RNN and attention metric 

learning based clustering. 

 Extensive experiments are conducted on four 

real world e-commerce datasets to verify our 

proposed method. Moreover, by filtering 

professional malicious 

 Users, some state-of-the-art models are 

enhanced. 

II. EXIXTING SYSTEM: 

As we define professional malicious users in 

recommender systems, malicious user detection is a 

new problem, which is an issue with little attention 

yet. However, we can treat this detection issue as a 

special case of abnormal user detection, and some 

existing works in this area can inspire us [35, 36]. In 

e-commerce, various abnormal users (spammers, 

shilling group, and frauds) have greatly damaged 

the systems, and some abnormal user detection 
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models are proposed to tackle this issue. [37] 

proposed a hybrid model to detect the spammers 

through users’ profile and relations. [38] explored 

spammer detection in big and sparse data. Shilling 

attacks harm the recommender system by injecting 

fake profile information of users and items. They 

cheat the recommendation model, such as 

Collaborative Filtering and Matrix Factorization 

[12]. [39] proposed this attack type and gave a basic 

supervised solution to tackle it. [12] proposed a 

convolutional neural network to solve shilling 

attacks and improved collaborative filtering. Frauds 

usually give fake reviews to hurt the profits of 

electronic retailers. [40, 41] also explored fraud 

detection in large-scale dataset and real scenarios. 

 Some researches of abnormal user detection utilize 

the machine learning model to find fake ratings or 

reviews [42, 43] and achieve an effective result. 

However, different from abnormal users above 

(spammers, shilling group, and fraud), professional 

malicious users are smarter and craftier. Shilling 

attacks inject fake ratings or reviews just before the 

recommendation process [44, 45], while for PMUs, 

all the actions that professional malicious users 

have taken are well-behaved by the rules of e-

commerce websites (called masking strategies). 

They utilize the bug of abnormal detections, without 

leaving low ratings and negative feedback at the 

same time, to avoid detections.  

 Then they can make illegal profits and hurt the 

electronic retailers. Basically, they are “normal” 

users for the existing abnormal user detection 

models, which makes the professional malicious 

user detection a critical issue in the recommender 

system area. 

Disadvantages 

 The system not implemented Professional 

Malicious User Profiling (MUP) model. 

 The system not implemented Attention Metric 

Learning for Clustering (MLC) and 

Hierarchical Dual-Attention RNN. 

III. PROPOSED SYSTEM 

 This is the first work focusing on solving the 

professional malicious user detection issue 

utilizing both users’ ratings and reviews to 

enhance the state-of the- art recommender 

systems. 

 A novel multi-modal unsupervised method-

MMD-is proposed to detect professional 

malicious users with the modified RNN and 

attention metric learning based clustering. 

 Extensive experiments are conducted on four 

real world e-commerce datasets to verify our 

proposed method. Moreover, by filtering 

professional malicious users, some state-of-the-

art models are enhanced. 

Advantages 

 This is the first work focusing on solving the 

professional malicious user detection issue 

utilizing both 

 users’ ratings and reviews to enhance the state-

ofthe- art recommender systems. 

  A novel multi-modal unsupervised method-

MMD-is proposed to detect professional 

malicious users with the modified RNN and 

attention metric learning based clustering. 

Extensive experiments are conducted on four real 

world e-commerce datasets to verify our proposed 

method. Moreover, by filtering professional 

malicious users, some state-of-the-art models are 

enhanced. 
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IV. MODULES 

1)  Service Provider 

In this module, the Service Provider has to login by 

using valid user name and password. After login 

successful he can do some operations such as 

Login, Train & Test Product Data Sets, View 

Trained and Tested Accuracy in Bar Chart, View 

Trained and Tested Accuracy Results, View 

Prediction Of User Type, View User Type Ratio, 

Download Predicted Data Sets, View User Type 

Ratio Results, View All Remote Users. 

2)  View and Authorize Users 

In this module, the admin can view the list of users 

who all registered. In this, the admin can view the 

user’s details such as, user name, email, address and 

admin authorizes the users. 

3)  Remote User 

In this module, there are n numbers of users are 

present. User should register before doing any 

operations. Once user registers, their details will be 

stored to the database.  After registration successful, 

he has to login by using authorized user name and 

password. Once Login is successful user will do 

some operations like REGISTER AND LOGIN,  

PREDICT USER TYPE,  VIEW YOUR PROFILE. 

V. CONCLUSION 

In this work, we first defined the professional 

malicious users (PMUs), who give fake feedbacks 

to confuse the normal users, hurt the recommender 

systems, and make illegal profits. We noticed that 

the traditional outlier detections could not be 

applied in the recommender system area to detect 

these professional malicious users because of their 

professional masking strategies (never give negative 

reviews and low ratings at the same time). Also, 

supervised detection models could not work well on 

PMU detection for the lack of labels. To address the 

professional malicious user detection issue, we 

presented a new unsupervised multimodal learning 

model named MMD. By utilizing both reviews and 

ratings simultaneously, MMD obtained a proper 

metric to cluster users and detected professional 

malicious users. Extensive results on four real-

world datasets demonstrated the effectiveness and 

strength of our method and the improvement by 

applying our method for recommender systems. 

In essence, MMD is a generic solution, which can 

not only detect the professional malicious users that 

are explored in this paper but also serve as a general 

foundation for malicious user detections. With more 

data, such as image, video, or sound, the idea of 

MMD can be instructive to detect the sentiment gap 

between their title and content, which has a bright 

future to counter different masking strategies in 

different applications. Moreover, we will 

incorporate multimedia data into our model and 

consider the effect of contexts, such as consuming 

time, clicks, and other interactions. At last, we are 

very interested in building an online professional 

malicious user detection model that utilizes the 

recent advances in human-machine interactions. 
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