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ABSTRACT 

This work presents a novel cascade deep learning-based spatial and color attributes codec for 3D LiDAR 

(Light detection and ranging) point clouds. This cascade deep learning model performs the codec 

operation on more than one attribute of 3D LiDAR point clouds. This proposed algorithm consists of 

three steps. The first step is to split the spatial and color attribute data from the original raw point cloud 

data. The second step is to enhance the raw 3D LiDAR point cloud (PCD) data by using the combination 

of Nyquist sub sampling and bi-normalization methods. Finally, apply the cascade deep learning-based 

quantization method to reduce the number of bits for transmission and storage purposes. The 

experimental results show that the proposed algorithm outperforms the existing PCD compression 

algorithm by compressing the PCD into constant 128 bytes without considering the original size of a 

PCD and increases the quality of the decompressed PCD approximately by 25% than the existing discrete 

wavelet transformation based PCD compression algorithm.  

Keywords: — 3D LiDAR point cloud, bi-normalization methods, Nyquist subsampling, cascade deep 

learning etc 

INTRODUCTION 

The point cloud is a massive collection of 3D points with attributes generated from the 3D scanners and 

LiDAR. It is a base component of the 3 D object model. Each point in a PCD carries multiple attributes, 
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namely 3D coordinates (X, Y, Z), color attributes (R, G, B), counter, flight angle, time, direction, etc. 

Nowadays, all the real-time applications and industries are moving into 3D technology which is based on 

PCD [1] [2]. Single PCD can be formed by the millions or billions of 3D points with attributes. It is a 

very tedious process to manipulate, store the data, and transmit the data. This situation is insisted to 

develop the efficient PCD compression model with high execution speed and increase the utilization of 

the storage. In earlier, many of the traditional-based PCD compression algorithms have been developed 

and tested on the dataset. The 3D point cloud data has been converted into multiple 2D frames then a 

video compression algorithm is applied on the array of 2D data [2]. Many PCD compression algorithms 

are designed based on mathematical and signal-based computations by using tensor structure [3] [4]. The 

tensor block-wise singular value decomposition process helps to compress the geometry attribute in PCD 

[5]. In the 2D array of 3D point cloud data, considered as inter-frame and intra-frame structures to 

minimize the storage of the frame-based compression algorithm has been developed to improve the 

execution speed and avoid the redundant data [6]. The traditional-based PCD compression algorithm 

stated for compresses the geometry and color attributes by using the combination of plan fitting and the 

discrete wavelet transform method [7]. The loss conventional algorithm based on 2D manifolds on 3D 

point cloud space has been developed to compress the PCD data by comparing 2D patches in grid form 

[8]. 

In another way, a neural network-based point cloud compression model has been generated by using two 

different types of architecture for compressing the two different attributes namely, the geometry and 

texture of a point cloud [9]. An octree-based framework has been designed for static and dynamic point 

cloud compression processes. It compresses the point cloud data by using the advantages of the octree 

method and the voxel-based context method [10]. Learning–based compression PCD model has been 

developed based on the voxel convolution neural networks for the portioning process and the octree 

structure for eliminating the sparse values in the voxel blocks [11]. In recent days, the PCD compression 

algorithm has been designed to compress the augmented and virtual reality data in which the curvature-

based hierarchical refining process algorithm segments the voxel PCD into high and low curvature points. 

Then, the video compression algorithm is applied to reduce the redundant data [12]. The performance of 

the 2D compression algorithm works better than the 3D PCD compression algorithm on some of the 

datasets [13]. 

A deep learning-based compression network has been designed to compress the color and reflectance 

attributes of a PCD. This learning-based algorithm reduces storage usage [14]. The deep learning 

quantization–based algorithm designed for airborne LiDAR PCD, was implemented and tested on 

different unbalanced datasets [15]. The compression algorithm is based on packing with path correlation 

improvement algorithm to eliminate the uncorrelated patch between correlated portions during the inter-

prediction method [16]. One of the recent surveys on PCD cloud compression stated that the learning-

based attributes compression approaches are considered for less research compared to geometry 

compression [17]. 

CONTRIBUTIONS 

The main contributions of this research work are as follows 

         Bi-normalization Method: This proposed method reduces the computational complexity in time 

and storage. This method squeezes the 3D world coordinates values into the minimum range between 

[0.00, 0.01]. Hence it increases the speed of execution and utilization of memory storage than the well-

known existing normalization methods produce the range between [0, 1]. 

         Cascade deep learning (CDL) method: This method compresses the multi-attributes of the PCD in 

a parallel manner, not like an existing learning-based and conventional-based PCD codec. The proposed 

parallel and learning-based model increases the speed of execution and utilization of memory by reducing 

the dimensionality of the multi-attributes of a PCD. It is a size-independent compression process. 
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The rest of the article has been organized as follows. The proposed CDL-based multi attribute codec has 

been explained in Section 2. The experimental results and analysis have been given in Section 3. Finally, 

the conclusion and the future work are mentioned in Section 4. 

 

Figure 1. The architecture of the proposed CDL based multi-attribute compression model. 

PROPOSED METHODOLOGY 

The overall Proposed point cloud compression architecture is shown in Fig.1. In this work, N numbers of 

unbalanced color point clouds are stored in the LiDAR dataset (LDS). The proposed CDL work consists 

of three steps to compress the point cloud data. First, spatial and color attributes are extracted from the 

raw point cloud then, the preprocessing methods such as Nyquist subsampling and bi-normalization 

methods are applied to enhance the raw spatial and color attributes for deep learning process. Finally, the 

normalized attributes are fed into the deep learning architectures to learn the dimensionality reduction 

process. The outcome of both deep learning architectures is cascaded together to form a compressed 

bitstream of the proposed CDL compression process. A detailed explanation of the proposed multi-

attribute compression process has been given below. 

 Each PCD Pi in the LDS has been denoted as  𝑷𝒊 𝑖=1
𝑁  where N is a number of PCD in the dataset. 

Generally, PCD can be expressed by the following eqn. (1) [4]. 

   P = 𝑃𝑖 𝑖=1
𝑁 =   𝑝𝑗  : 𝑗 = 1, 2, 3, . . . , 𝑀     (1) 

Where 𝑃𝑖 , 𝑝𝑗  are i
th
 point cloud and j

th
 point in the point cloud respectively. Constant N, M is the number 

of point clouds in the dataset and the number of 3D points in a point cloud respectively. Each point 𝑝𝑗  can 

be as [4] 

 𝑝 =    𝑋𝑀 , 𝑌𝑀 , 𝑍𝑀 ,  𝑐 ,  𝑎1 , 𝑎2 , ⋯ , 𝑎𝑀  : 𝑋, 𝑌, 𝑍 ∈ 𝑅,  𝑐 ∈  𝑅, 𝐺, 𝐵  ,  𝑎𝑖 ∈  0,1   (2) 

Where each point p carries the attributes of 3D world coordinates 𝑋𝑀 , 𝑌𝑀 , 𝑍𝑀 , color attributes (c), 

intensities, angle, count, etc. This research only concentrates on spatial and color attributes for 
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compression process in a parallel manner. First, the spatial and color attributes are extracted from each 

point (𝑝𝑗 ) in a PCD (𝑃𝑖). 

Attribute1: Spatial: 𝑝𝑆 =    𝑋1 , 𝑌1 , 𝑍1 ,  𝑋2 , 𝑌2 , 𝑍2 ,  𝑋3 , 𝑌3 , 𝑍3 ,⋯ ,  𝑋𝑀 , 𝑌𝑀 , 𝑍𝑀                  (3) 

Attribute 2: Color: 𝑝𝐶 =    𝑅1 , 𝐺1 , 𝐵1 ,  𝑅2 , 𝐺2 , 𝐵2 ,  𝑅3 , 𝐺3 , 𝐵3 ,⋯ ,  𝑅𝑀 , 𝐺𝑀 , 𝐵𝑀                (4) 

Where𝑝𝑆,𝑝𝐶 , M is the 3D spatial points, color values and number of 3D points in a point cloud 

respectively. 

NYQUIST SUBSAMPLING METHOD 

The subsampling method plays a vital role in the learning algorithm to create a generalized model suitable 

for all data in the dataset. The LDS has the N number of massive unbalanced PCD data since the size of a 

PCD data always depends on the reflected pulses from the earth’s ground object. These unbalanced PCD 

pulses are balanced by the Nyquist subsampling method without consideration of the size of a PCD. 

 The Nyquist subsampling method selects the point cloud signal based on the rate of signal 

interval (T/) where  is a constant value 2[15]. The subsampled point cloud Pin the dataset is denoted by 

the following Eqn. (5). 

    𝑃 =  𝑝𝑗 , 𝑝𝑗+2 , 𝑝𝑗+4 ,⋯ , 𝑝𝐾           (5) 

Where K is a number of subsampled 3D points which is less than M. 

BI-NORMALIZATION METHOD 

The raw point cloud data consists of a large value of 3D world coordinates since it calculates from the 

distance between the sensor and the earth’s surface object which is difficult to manage and do the 

computation. The proposed bi-normalization method scale down the word coordinates into the window 

coordinates, which further helps to reduce the complexity and time of the computational task than the 

existing normalization techniques. This process is squeezing the original data values into a particular 

specified range to involve all the data in the learning process. Many of the normalization processes are 

squeezing the data values into the range in-between [0, 1]. However, the proposed bi-normalization 

method scales the normalized value into half of the range [0, 1] for minimizes the computational 

complexity. This method not need the color attributes since it is always in the range of [0, 1]. The 

proposed bi-normalization method has been expressed by the following equations (6) and (9). 

     𝑠𝑀 = max  𝑝𝑆                                                       (6) 

    𝑝𝑆
′ =   𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗   𝑗=1

𝐾
=    𝑋𝑗 , 𝑌𝑗 , 𝑍𝑗  𝑠𝑀  2  

𝑗=1

𝐾
(7) 

Where𝑠𝑀,𝑝𝑆
′ is the maximum value of spatial coordinates and normalized coordinates respectively? 

CASCADE DEEP LEARINING METHOD 

The proposed CDL method replaces the quantization process in the proposed compression model to 

reduce the storage size of PCD data. The normalized spatial coordinates (𝑝𝑆
′ ) and the subsampled color 

attributes (𝑝𝐶) are fed into the two deep learning architectures for each. Both the deep learning (DL) 

processes have the same architecture. It consists of four dense layers with 128,64,32,16 neurons 

respectively;ReLU is an activation function for all the dense layers. The number of coordinates has been 

reduced based on the number of neurons in each layer. The final 16 neuron values from each two DL 

layers are cascaded (32 neurons) to form a compressed bit stream for the storage and transmission 

process. The quantization process using CDL in the compression method has been exhibited by the 

following equations. 
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    DL1: 𝑄𝑆 = 𝐿4  𝐿3  𝐿2 𝐿1 𝑝𝑆
′                                                  (8) 

      DL2: 𝑄𝐶 = 𝑙4  𝑙3  𝑙2 𝑙1 𝑝𝐶                                         (9) 

Where 𝑄𝑆, 𝑄𝐶 ,𝐿𝑖 ,𝑙𝑖 is the quantized bitstream in spatial attributes, quantized bitstream in color attributes, 

i
th
 layer in first deep learning (DL1), and i

th
 layer in second deep learning (DL2) respectively. Both the 

DL models are working in a parallel manner. The optimized hyper parameters such as, epochs (1500), 

momentum (=0.9), learning rate (=0.3), loss function (mean squared error), and optimizer (SGD) for 

the DL are taken from [15]. The outputs of both DL models are cascaded to produce the compressed PCD 

bit stream (Q) for further storage and transmission process. 

    𝑄 = 𝑐𝑎𝑠𝑐𝑎𝑑𝑒 𝑄𝑆 , 𝑄𝐶                                                       (10) 

Figure 1 shows the compression process of the proposed algorithm. The decompression process is carried 

out by the inverse process of the compression method in which the four layers contain the 16, 32, 64, 128 

neurons respectively.  

EXPERIMENTAL RESULTS 

SYSTEM CONFIGURATION 

The proposed multi-attribute codec model has been implemented and tested on two inconsistent 3D 

Airborne LiDAR point cloud datasets by using the Python 3.7.3 in Jupiter environment on Windows 10 

with an x64-based processor, 64-bit operating system, and 12 GB RAM. The performance of the proposed 

work compared with the existing DWT-based compression model[7]. 

 

 

(a)                                                              (b)                                       (c) 

 

     (d)                                                                      (e)                                                                         (f) 

Figure 2. Sample Point clouds from two different datasets. a) London test (B), b)Washingtonsq (B), 

c) Weglowka_v1, d) Skelling (L), e) Linabobardi (L), f) Ibirapuera (L). 

 

DATASET 
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The suggested approach was tested on two 3D LiDARPCD datasets that were inconsistent, distinct, 

dense, and unlabeled, such as the Buildings dataset (B) and the Landscapes dataset (L). The Landscape 

dataset contains seven large landscapes PCD. The Building dataset contains eight massive buildings PCD. 

These two datasets were transformed into PCD format by utilizing the CloudCompare tool to work on 3D 

points and color properties. The PCD images in the datasets were separated into two processes: training 

(80%) and testing (20%). Each PCD in the datasets has a large number of unbalanced 3D points. Figure 2 

depicts some of the sample point clouds in the datasets. 

The description of the point clouds in the LDS has been shown in Table 1. The proposed PCD 

compression has been carried out in three steps. First, the 3D coordinates and color attributes are 

extracted from the PCD data then, the preprocessing methods such as Nyquist sub sampling and bi-

normalization are applied to both attributes for cleansing the data for further processing. Finally, the 

normalized spatial and color information are fed into the two DL architectures for the quantization 

process. The output of the two DL models is cascaded to produce the compressed bit stream. 

Table 1. Description of the original PCD in Buildings and Landscapes LiDARdataset. 

Dataset Name PCD Name Size in KB Number of 

Points 

After Sub 

sampling 

 

 

 

Buildings(B) 

Autzen - Cloud 104,037 (5326668,3) (2048,3) 

Building 76,156 (3899161,3) (2048,3) 

ChristChurch 39,328 (1677960,3) (2048,3) 

London Test 83,562 (4278353,3) (2048,3) 

Szymbarkmodel 75,157 (2404995,3) (2048,3) 

UFO_2735  102,383 (5241988,3) (2048,3) 

Washingtonsq 47,528 (2433393,3) (2048,3) 

Weglowka_v1  135,619 (4339794,3) (2048,3) 

 

 

Landscapes (L) 

Arizona sunset crater  21,106 (1080597, 3) (2048,3) 

Fortvechten 43,249 (1383949, 3) (2048,3) 

Ibirapuera 92,674 (4744881, 3) (2048,3) 

Kinderdijk 68,516 (2923312, 3) (2048,3) 

Linabobardi 102,466 (3278903, 3) (2048,3) 

Mine near 

rigalavatia 

56,853 (2910835, 3) (2048,3) 

Skelling 71,706 (3671337, 3) (2048,3) 

Figure 2 shows the scatter plot representation of output from the proposed preprocessing methods on one 

of the input sample PCD ―Kinderdijk‖. The original, subsampled, normalized spatial information of 

―Kinderdijk‖ PCDis shown in Figures 3a, 3b, and 3c respectively.  
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(a)                                            (b)                                                 (c) 

 

(d)                                                             (e) 

Figure 3. Scatter plot representation of the spatial and color information of sample “Kinderdijk” 

PCD from the proposed preprocessing methods. a) Original PCD spatial information, b) Subsample 

spatial data, c) Normalized spatial data, d) original PCD color information, e) Subsample color 

data. 

 

 

(a)        (b) 

Figure 4. Graphical representation of training and validation process. a) Buildings dataset, b) 

Landscapes dataset. 
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The original, subsample color information of ―Kinderdijk‖ PCD is shown in Figures 3d, and 3e 

respectively. After the Nyquist subsampling method, the number of 3D points in each PCD is sampled 

into (20483) size without considering the original size of a PCD shown in Table 1. Then, normalized 

PCD data are fed into the corresponding DL model for the learning process of quantization. The 

optimized hyper parameters such as, epochs (1500), momentum (=0.9), learning rate (=0.3), loss 

function (mean squared error), and optimizer (SGD) for the DL are taken from [15]. The graph of training 

and the validation process of both datasets are shown in Fig. 4. 

From Fig.4, it was observed that both validation processes, the error value reaches zero before reaching 

the maximum epoch value due to the optimized hyper parameters. The output of the cascaded DL models 

is treated as a compressed bit stream that is 32 neurons (324 bytes=128 bytes). During the 

decompression process, the compressed bit stream is included for the inverse process of compression to 

produce the decompressed PCD same as in the original PCD.   

 

(a)                                                                                       (b) 

 

   (c)                                                                                         (d) 

Figure 5. Sample targeted and actual spatial and color attribute data of sample “Skelling” PCD 

from the proposed CDL model. a)Targeted spatial data, b) Targeted color attribute data, c) Actual 

output spatial data, d) Actual output color attribute data. 

One of the samples targeted and actual data of tested ―Skelling‖ PCD from the proposed PCD 

compression model is shown in Fig. 5. The expected output of spatial and color attributes is displayed in 

Figures 5a and 5b, the actual output from the proposed model is depicted in Figures 5c and 5d. From this 

Fig 5, is observed that there is no noticeable difference in between expected and actual output of both the 

attributes. Hence, this proposed CDL-based multi-attribute model is suitable for the 3D LiDAR PCD 

codec process. 

 

Figure 6. Graphical representation of the quality metrics between the original and decompressed 

PCD from the proposed compression model. 
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The quality metrics of point cloud compression namely mean squared error (MSE), peak signal-to-noise 

ratio (PSNR), Hausdorff distance (H-Dist.), Hausdorff PSNR(H-PSNR) methods are applied to original 

and  decompressed PCD data to measure the performance of the proposed CDL-based multi-attribute 

codec[18]. The observed measurement values are depicted in Fig. 6. From this graphical illustration, it 

was observed that the unnoticeable error in-between the original and the decompressed PCD and 

increases the quality (PSNR) of the decompressed PCD as in the original one. 

The performance of the proposed PCD compression model compared with the conventional PCD 

compression model based on the discrete wavelet transform (DWT) method with their input 

photogrammetric point clouds[7] and tabulated in Table 2. 

Table 2. The performance comparison of proposed PCD compression model with existing DWT 

based PCD compression [7]. 

PCD Name Compression 

Algorithm 

MSE H-Dist. PSNR H-PSNR 

 

    Banana 

Existing DWT 0.02 0.1 48.36 52.8 

Proposed CDL based 

Codec 
3.82E-08 0.032 122.3 63.02 

 

      Milk 

Existing DWT 0.01 0.2 39.5 48.1 

Proposed CDL based 

Codec 

1.1 e-05 0.01 97.5 65.3 

 

     Plant 

Existing DWT 0.018 0.2 41.14 48.1 

Proposed CDL based 

Codec 

0.05 1.1 60.8 47.4 

 

From the above table, it was observed that the proposed work produces a minimum error and maximum 

quality of the decompressed PCD than the existing traditional algorithm [7]. 

From Figures 3, 4, 5, 6, and Tables 1, 2 we concluded that the proposed CDL-based multi-attribute 

compression method outperforms well with the existing DWT-based conventional algorithm. 

CONCLUSION 

This research work presents a novel cascade deep learning-based multi-attribute codec for 3D LiDAR 

point clouds. This work concentrates to compress the important attributes, namely spatial 3D coordinates 

and color attributes (R, G, B) in PCD data. It consists of three processes to accomplish the compression 

task. Those are extraction processes to split the coordinate values and color values from each point in a 

PCD. Then, the preprocessing processes, namely Nyquist sub sampling and bi-normalization methods 

enhance the PCD data for the cascade deep learning process. Finally, the storage space of the spatial and 

color attribute values is reduced by the CDL model. The output of the CDL model is considered a 

compressed bit stream. This proposed work has been implemented and tested by two dense PCD datasets 

namely, Buildings (B) and Landscapes (L). The experimental results show that the proposed algorithm 

outperforms the existing PCD compression algorithm by compressing the PCD into constant 128 bytes 

without considering the original size of a PCD and increasing the quality of the decompressed PCD 

approximately by 25% than the existing discrete wavelet transformation based PCD compression 

algorithm. In the future, the learning-based model will be developed to compress the remaining attributes 

of a point cloud. 
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