
  International Journal on Applications in Engineering and Technology 

Volume 3: Issue 1: March 2017, pp 12 -16. www.aetsjournal.com                                                         ISSN (Online) : 2455-0523 

--------------------------------------------------------------------------------------------------- -------------------------------------------------------- 

12 

 

Abstract —   The advancement technology in the on chip 

communication, requirement of faster interaction between 

devices is becoming vital. Hotspot congestion control is one of 

the most challenging issues when designing a high-throughput 

low-latency network on the chip (NOC). The implementation 

of the NoC on a separate layer offers an additional area that 

may be utilized to improve the network performance by 

increasing the number of virtual channels, buffers size, or 

mesh size. Network-on-chip is an embedded switching 

network which is used to interconnect Intellectual Property 

(IP) cores in SOCs. NOC will improve the latency and 

throughput. Experimental results show that increasing the 

number of virtual channels rather than the buffers size has a 

higher impact on network performance. The advent of deep 

sub-micron technology has recently highlighted the criticality 

of the on-chip interconnects. It is mainly focused on the router 

design parameters on both system level including traffic 

pattern, network topology and routing algorithm, and 

architecture level including arbitration algorithm and buffer 

mechanism. The parallel router is embedded on a single chip 

and the network on chip is executed on FPGA to analyze the 

utilization resources such as area and power. 

 

Keywords —  :   Network On Chip (NOC), System on Chip 

(SOC), Intellectual Property, Multiprocessor System on Chip 

(MPSoc) FPGA. 

I. INTRODUCTION 

ontinuing Moore’s law to 32nm technology and 

beyond encourages researchers to design scalable 

architecture with multiple computation cores, also 

called processing elements (PE), on a single chip. As the 

architectural focus shifts from monolithic, computation 

centric designs to multi-core, communication-centric 

systems, communication power has become comparable 

to logic and memory power, and is expected to 

eventually surpass them [1]. Therefore, when area and 

performance are more important, application specific 
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heterogeneous irregular networks (see Figure 1(b)) are 

preferred. However, the design of these networks is 

more difficult and specialized routing algorithms are 

necessary to prevent deadlock. 

 In this paper, we introduce a NoC design process 

and architecture for FPGAs. A distinctive feature of 

FPGA systems is that they include a combination of 

hard and soft functionalities. The hard functionality is 

implemented in silicon; it typically includes special 

purpose modules like processors, multipliers, external 

network and memory interfaces, etc. The soft 

functionality is configured using programmable 

elements (gate arrays, flip-flops, etc.) and routing 

components [2]. 

 Modern FPGAs contain hundreds of thousands of 

Programmable elements, in addition to special purpose 

modules. As technology scales, the sheer number of 

logic units will render a flat FPGA chip design 

unmanageable. FPGA engineers are already 

experiencing unacceptable place-and-route times for 

large designs with tight timing constraints. To remedy 

this problem, modern FPGA CAD tools, like Xilinx’s 

Plan Ahead, are already supporting a certain degree of 

hierarchical design: they allow designers to implement 

independent modules on the chip, which are later 

connected [3]. We thus envision a future FPGA that is 

organized hierarchically, whereby the chip is divided 

into high-level regions (some programmable and some 

hard), interconnected by a NoC. 

 When architecting an FPGA NoC, has to decide 

which functionalities are implemented as hard cores and 

which are left as soft. There is a tradeoff between the 

flexibility offered by the soft part and the higher 

performance offered by hard part. Since inter-module 

communication is often a bottleneck, it is important 

design the NoC architecture for high performance. We 

therefore advocate laying out the network infrastructure, 

including metal wires and hard-coded routers in silicon 

[4]. At the same time, in order to allow for maximum 

flexibility, the NoC infrastructure should be able to 

accommodate multiple routing schemes and a large 
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variety of traffic patterns. To this end, we allow network 

interfaces to be soft. Simplistic routing schemes, like 

XY, can employ small interfaces, whereas more 

elaborate source-routing schemes may have the 

interfaces store large routing tables. Our novel 

architecture is detailed in Section 2. 

 The main challenge is exploiting network sources 

efficiently, i.e., supporting a large number of program 

designs while investing minimal resources (wires and 

logic). In this context, there is an inter-play between the 

link capacity requirements and the routing scheme used 

to route packets between modules [5,6]. A routing 

scheme that balances the load over all links readily 

supports more designs using smaller link capacities than 

an unbalanced one. 

 Section 3 formally defines FPGA routing (on our 

suggested architecture) as an optimization problem. In 

order to study the inter-play between routing and 

capacity requirements, we define a new concept called 

design envelope, capturing the required capacity for a 

collection of traffic patterns. The more traffic patterns 

the envelope accommodates, the more flexibility is 

offered to the designer configuring the chip. We study 

the design envelopes required to accommodate a 

collection of patterns with each of the routing schemes. 

In Section 4, we present efficient solutions to the FPGA 

routing problem. Note that traditional routing algorithms 

like XY lead to unbalanced capacity allocation [7], and 

are therefore not suitable for programmable chips. It is 

possible to improve the balance by splitting the flow, 

toggling between sending on XY and YX routes 

approach toggle XY (TXY). However, TXY is not 

optimal when traffic requirements are not symmetric, 

(which is very common in HW architectures). We 

improve it by adding weights to flow division (based on 

the design pattern), and call the resulting algorithm 

weighted toggle XY (WTXY). 

II. PROBLEM STATEMENT 

The existing system consists of general router 

architecture of network-on-chip architecture with XY 

routing and matrix arbitration. The matrix arbitration 

takes more area in circuit switching. The EDVC router 

consists of five input-port modules, an arbiter, and a 

crossbar switch. While using general router there may 

cause loss of date, delay and power consumption is 

more. To decrease the buffer size arbitrarily to reclaim 

silicon area and minimize power consumption is not a 

viable solution, because of the intricate relationship 

between network performance and buffer resources [8-

10]. 

Buffer size and management are directly linked to the 

flow control policy employed by the network; flow 

control, in turn, affects network performance and 

resource utilization. 

XY ROUTING ALGORITHM 

 Routing algorithm is used to rout the packets from 

source PE to destination PE. XY routing algorithm is 

used to rout the packet in proposed router designing. It is 

a type of kind of distributed deterministic routing 

algorithms. In 2-D mesh topology NoC, each router can 

be identified by its coordinate as shown in fig .1. The 

XY routing algorithm compares the current router 

address (Cx,Cy) to the destination router address 

(Dx,Dy) of the packet, stored in the header flit. Flits 

must be routed to the core port of the router when the 

(Cx,Cy) address of the current router is equal to the 

(Dx,Dy) address. If this is not the case, the Dx address is 

firstly compared to the Cx (horizontal) address. Flits will 

be routed to the East port when Cx<Dx, to West when 

Cx>Dx and if Cx=Dx the header flit is already 

horizontally aligned. If this last condition is true, the Dy 

(vertical) address is compared to the Cy address. Flits 

will be routed to South when Cy<Dy, to North when 

Cy>Dy [9]. If the chosen port is busy, the header flit as 

well as all subsequent flits of this packet will be blocked. 

The routing request for this packet will remain active 

until a connection is established in some future 

execution of the procedure in this router. 

III. PROPOSED SYSTEM 

This project proposed that energy efficient virtual 

memory based First In First Out scheme to enhance the 

power efficiency of these NoC crossbars. More 

importantly these virtual memory circuits producing 

some delay to read and input signal. For eliminating the 

impedance based physical buffers presents in the 

traditional NoC system we are creating FIFO based 

Virtual NoC buffers which leads to the significant power 

reduction in the Multicore NoC system. This FIFO based 

Virtual buffers uses the FSM (Finite State Machine) 

Logic for maintaining all the input data without any 

losses [11]. But the major consideration was elimination 

of buffers will leads to the traffic in the router crossbar. 

The Proposed system consists of newly designed 

parallel router which can support five simultaneous 

routing requests at the same time for implementing NOC 

on FPGA. If router packet [12] processing was Busy 

means the NoC system will Allows packets with 

Minimum Size and if NoC Router Packet processing 

Rate was high means it will allows the Packets with 
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Higher Size based on this algorithm this system will 

maintains the Minimum Traffic Rate and multicore NoC 

system. 

For Eliminating the High power causing Multipliers 

presents in the Traditional NoC we are proposing the 

Xor based Mux and Demux circuits for reducing the 

overall power usage compare to the common multiplier 

based Mux and Demux our proposed Xor based Circuits 

having Lower power dissipation hence overall power 

usage of the NoC system will reduced. 

IV. FLOW PROCESS 

 

Fig. Proposed System Architecture 

A. Buffer less Architecture 

 The First in First out (FIFO) circuit [13] used to 

stores all the incoming asynchronous packets from the 

variable input cores. The overall capacity of the Network 

on Chip cores directly depends on the size of FIFO 

circuit. Basically the FIFO circuit independent of 

physical properties and its properties are maintained 

separately. Those FIFO based Architectures are used to 

overcome the power related problems produced by the 

traditional NoC systems. 

B. Finite State Machine Classifiers 

 The FSM classifiers are used to identifies the packet 

origin and responsible output port for the current packet 

and depends upon that it will add the address with 

current data. This address fields are used to transfer the 

packet to responsible output port without any losses. 

Later this address fields will be separate by the address 

Processors. Also it will maintain the virtual memory 

processor for maintaining the data without any losses.  

This virtual memory Architecture will helps to reduce 

the overall power usage of the Network on Chip Systems 

[14,15]. 

C.  Address Processors 

 The address processors will process the incoming 

packets and forwards all the packets to their destinations 

without any losses in the packets. While processing the 

packets it will check the address presents in the packets 

and remove the address fields from the packets and 

forward those packets to the corresponding output ports 

with the help of routers. Overall memory used by the 

inputs ports are managed and controlled by the memory 

occupancy manager. 

D. Router Scheduler 

 The Router scheduler uses the Bottle neck 

algorithm for overcoming the traffic created by the 

buffer less architecture. Here we are applying the 

weight based algorithm for creating different weight 

for the router state and depends upon that we are 

applying the packets with the different sizes.  This 

scheduling process also helps to reduce the overall 

complexity of the system [16]. 

E.FIELD PROGRAMMABLE GATE ARRAY 

A field-programmable gate array (FPGA) is an 

integrated circuit designed to be configured by the 

customer or designer after manufacturing hence "field-

programmable". A field-programmable gate array 

(FPGA) is a semiconductor device that can be 

configured by the customer or designer after 

manufacturing-hence the name "field-programmable". 

FPGA’s contain programmable logic components called 

"logic blocks", and a hierarchy of reconfigurable 

interconnects that allow the blocks to be "wired 

together"-somewhat like a one-chip programmable 

breadboard. Contemporary FPGAs have large resources 

of logic gates and RAM blocks to implement complex 

digital computations. As FPGA designs employ very fast 

I/Os and bidirectional data buses it becomes a challenge 

to verify correct timing of valid data within setup time 

and hold time [1720].  

F. FPGA 

Planning enables resources allocation within FPGA to 

meet these time constraints. A few "mixed 

signal FPGAs" have integrated peripheral analog-to-

digital converters (ADCs) and digital-to-analog 

converters (DACs) with analog signal conditioning 

blocks allowing them to operate as a system-on-a-

chip. Such devices blur the line between an FPGA, 

which carries digital ones and zeros on its internal 

http://en.wikipedia.org/wiki/Mixed-signal_integrated_circuit
http://en.wikipedia.org/wiki/Mixed-signal_integrated_circuit
http://en.wikipedia.org/wiki/Mixed-signal_integrated_circuit
http://en.wikipedia.org/wiki/Analog-to-digital_converter
http://en.wikipedia.org/wiki/Analog-to-digital_converter
http://en.wikipedia.org/wiki/Digital-to-analog_converter
http://en.wikipedia.org/wiki/Digital-to-analog_converter
http://en.wikipedia.org/wiki/System-on-a-chip
http://en.wikipedia.org/wiki/System-on-a-chip


  International Journal on Applications in Engineering and Technology 

Volume 3: Issue 1: March 2017, pp 12 -16. www.aetsjournal.com                                                         ISSN (Online) : 2455-0523 

--------------------------------------------------------------------------------------------------- -------------------------------------------------------- 

15 

programmable interconnect fabric, and field-

programmable analog array (FPAA), which carries 

analog values on its internal programmable interconnect 

fabric. 

 

 

 

 

 

 

 

V. RESULT AND DISCUSSION 

Performane Discussion  

The below figure shows the schematic diagram for proposed 

system with five inputs and corresponding five outputs, 

including clock,reset and acknowledgement. 

 

 

Fig. Schematic diagram 

 
Fig. Design summary 

The above figure shows the overall Area utilized by 

the proposed Buffer less logic based NoC cores. These 

results showing that the overall Area utilized by the 

proposed NoC was having very low area when compare 

to the existing systems. 

 

 

Fig. Simulation diagram 

The proposed scheme was implemented and simulated 

using the Xilinx 14.2 tool and results achieved clearly 

showing that the overall power was reduced when 

compare to the conventional Network on Chip  

Architecture and also the proposed Buffer less NoC 

based Architecture having the best Power Efficiency 

ratio against the all possible at stages in communication 

processors. 

 

Method Frequency(MHz) 
Dynamic 

Power (mW) 

Proposed 

Scheme 
1GHz 11 

Conventional 

Scheme[1] 
1GHz 30.96 

And the below fig  shows that the overall power usage 

of the proposed Buffers less NoC with scheduling 

algorithm based router. These results shows that power 

dissipation of the proposed scheme was 0.011W that is 

extremely reduced compare to previous conventional 

schemes. 

 

Fig. Power Utilization 

http://en.wikipedia.org/wiki/Field-programmable_analog_array
http://en.wikipedia.org/wiki/Field-programmable_analog_array
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VI. CONCLUSION 

 In this paper network have implemented buffer less 

architecture for Multi core NoC system for power 

efficient communication in Multi core systems. Also we 

proposed that Improvised bottleneck algorithm for 

congestion avoidance in Network on Chip core. The 

simulation shows the functionality of NoC router. It is 

hard to do the comparison directly with other works, so 

the router area and the frequency of the proposed router 

are considered. This flow control schemes uses 

intelligent packet control scheme it allows different size 

of packets with respect to the different processing 

complexity of the router. Conventional crossbar switch 

was redesigned by XOR based MUX and DEMUX for 

better scaling in Power usage. 

 This three proposed schemes are applied in the 

Multicore NoC system and results showing that overall 

power usage of the system was reduced nearly 30% 

when compare to the conventional routing schemes. 

Also the proposed scheme having best throughput with 

negligible delay. 

FUTURE ENHANCEMENT 

 The future work is to identify the fault while 

processing. While processing the data parallelly some 

faults may occur, this paper may detect the fault and 

solve the fault. The process by which floating buffers are 

associated with output ports and the design of 

heterogeneous adaptive routers are the future works. 

Heterogeneous adaptive routers are the important aspect 

to account for heterogeneous processing elements and 

also asymmetric aspects of a NoC. 
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